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1. Motivation 

1. WLCG model doesn’t scale for HL-LHC (beyond 2020)

2. Need more science/computing for same money

3. Part of the solution is to consolidate LHC computing 
1. Less but bigger sites world wide (operationally cheaper, better 

hw, etc). CSCS fits well as a world leading computing center
2. Less but bigger systems in CSCS/CH (operationally cheaper, 

better hw, etc) is in CSCS interest
3. Operational optimisation could go into sw optimisation / brain 

power
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2.1 Target / development systems 

1. Since a year we doing development and operational 
commissioning on Todi
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2.2 Workflow steps 

1. Have studied and 
enabled event 
generation and 
detector simulation

2. These steps have 
moderate i/o (less than 
a GB per job, i.e. node)
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2.3 Compiling and SW Provisioning 
1. First we had a 3 months 

CSCS preparatory 
project (two accounts on 
Todi) in which we 
successfully tested 
compilation and running 
of standalone Sherpa and 
GEANT4 ATLAS jobs
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1. Enabled application sw access via Parrot (file system wrapper). 
Mounting /cvmfs as normal user. For multi-threaded jobs we had to 
move to rsync due to race conditions not handled by Parrot.

2. Default inode limit at CSCS was 0.5M, a bit close to limit
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2.4 Performance - RAM and Threads 
1. First standalone Sherpa 

and GEANT4 
compilations

2. /cvmfs via  Parrot
3. rsync current solution
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1. The usage of a full node (16/32 CPU cores) scales well and 
does not hit memory limits due to multi-threading (one job per 
node)
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2.5 Performance - Nodes and Comp 

1. Large scale test (October) showed that the use of many nodes 
scales linearly (as expected)

Compiling with Cray 
recommended options 
brings about 5%. 
Cray compiler is worse 
than precompiled gcc
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2.6 GPU Usage 
1. Detector simulation with GEANT4 is Monte Carlo base, i.e. 

throwing random numbers. However, one standard ATLAS 
GEANT simulation needs about 40 MB, i.e. 10x available GPU 
memory

2. We replaced the random number generator with one for GPUs. 
GPU then provides the numbers needed by the CPUs. The 
generation is 5 to 10 faster than with standard generator

3. However, the total achieved gain was about another 5%
4. This is little, however, we can use the GPUs
5. Possible next step is to export the Runge-Kutta solving for particle 

propagation in external magnetic fields to the GPU. Standalone 
tests indicates a factor 30 speed up, however, integration into 
GEANT is not straight forward.
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2.7 Production system integration 

1. This our solution is now used for SuperMUC (Munich), Hydra 
(Munich) and Pi (Shanghai/China). 

2. The ssh ARC back-end may become standard in ARC
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3. Accounting

1. The Cray (Todi) is in principle contributing as other T2 resources
2. The Cray could do more by pure back fill, currently limited to 50 

nodes (800 CPU cores)
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4. Dissemination 

1. ATLAS presentations
2. PASC14 (one poster and one talk)
3. To CHEP15 with two posters and proceedings
4. Ultimate test would be the 50 MCPU hour project (CHRONOS 

application). Then several presentations and publication planned.
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4. Thoughts / Conclusions 

1. The Crays can run LHC simulation jobs
2. Very cheep in operation, (close to?) no intervention since October
3. It is possible to  consider a model running experiment production 

on multi-usage high-end HPC machines at CSCS
4. Probably operationally cheeper, machines faster and stable
5. User jobs and special cases could run at “home” (PSI, UNIBE/

UNIGE …)
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4. Possible next steps 
1. Await CHRONOS application decision 
2. Anyway ask CSCS to continue to provide some back fill machine 

(Monte Rosa / Todi …) for further development and consolidation. 
Gradually move computation to the large HPC systems.

3. Help CMS and LHCb onto Cray/HPC (just need an ARC back-
end to their production systems)?

4. Ask CSCS team to assess the feasibility of using HPC systems in 
future
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Additional Material
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