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Description of ATLAS Tier-3 cluster at UniGe

The ATLAS Tier-3 cluster at UniGe-DPNC is physically located at Uni Dufour ‘
(~ 500 m away from Uane DPNC bUIIdIng)

Grid services (NorduGrid):
ARC-CE, BDII, proxy, DPM SE

Batch system (62+12 nodes): —
Worker Nodes ~ 656+96 cores gigiyl

Memory/process =2 — 10 GB Ll
(option defined by user)
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Storage system (DPM):
ATLAS pool

Reserved =450.0 TB
File Servers =15

New space for DAMPE: 17 TB
Inside DPM Grid Storage

ATLASLOCALGROUPDISK 420.0

Fine for
now



http://www.unige.ch/presse/static/plan/dufour.html
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( Description of extra Tier-3 cluster at UniGe

Some extra Tier-3 cluster resources at UniGe-DPNC, for different experiments |
(not only ATLAS), which are also physically located at Uni Dufour :

! User Interfaces (login machines for users):
SLC6 (3 nodes) =48 cores
SLC5 (3 nodes) =48 cores — They will be used for other services

In addition to DPM SE, we have NFS disk servers for local storage:

P /atlas/users — Intended for software development (3 TB)
latlas/software Intended for common ATLAS software (local users) (2 TB)
Icvmfs/*.cern.ch Official software tools for (some) experiments (mounted)

Ll

/atlas/data — Data storage for UniGe ATLAS users 108.0 TB
Ineutrino/data — Data storage for UniGe neutrino users 82.0TB
/[ams/data — Data storage for UniGe AMS users 103.0 TB
licecube/data — Data storage for UniGe IceCube users 20TB
/dampe/data — Data storage for UniGe DAMPE users 58.6 TB

Total NFS disk space for local storage = ~5 TB + 353.6 TB =~ 358.6 TB
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http://www.unige.ch/presse/static/plan/dufour.html
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Operations

Grid services (NorduGrid):

ARC-CE — “nordugrid-arc-ce-5.0.5"
DPM SE — “glite-yaim-dpm 4.2.20-1” (we should upgrade it with Puppet)

GGUS ticket/s:

Ticket-ID 117900 — About ATLAS storage (monthly) consistency checks
Data management: Status = closed

srmlis -l srm://grid05.unige.ch:8446/srm/managerv2?SFN=/dpm/unige.ch/home/atlas/atlaslocalgroupdisk/dumps/
srmls -l srm://grid05.unige.ch:8446/srm/managerv2?SFN=/dpm/unige.ch/home/atlas/atlasscratchdisk/dumps/

srmls -l srm://grid05.unige.ch:8446/srm/managerv2?SFN=/dpm/unige.ch/home/atlas/atlasgroupdisk/trig-daq/dumps/

Ticket-ID 120979 — About ATLAS storage deletions: Status = closed
Deletion failures at UNIGE-DPNC_SCRATCHDISK, due to permissions

Once the permissions were changed, no failures observed yet

In general, running smoothly:

ATLAS Production jobs — UNIGE-DPNC came back to production on July 23™
UniGe local users — Increased activity (job submission) for last months

L. March — e



https://puppetlabs.com/puppet/what-is-puppet
https://ggus.eu/index.php?mode=ticket_info&ticket_id=117900
srm://grid05.unige.ch:8446/srm/managerv2?SFN=/dpm/unige.ch/home/atlas/atlaslocalgroupdisk/dumps/dump_20160121
srm://grid05.unige.ch:8446/srm/managerv2?SFN=/dpm/unige.ch/home/atlas/atlasscratchdisk/dumps/dump_20160121
srm://grid05.unige.ch:8446/srm/managerv2?SFN=/dpm/unige.ch/home/atlas/atlasgroupdisk/trig-daq/dumps/dump_20160121
https://ggus.eu/index.php?mode=ticket_info&ticket_id=120979
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Accounting along time: UniGe cluster

Batch system use: UniGe T3 site
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Stats from October 2015 (4™ quarter 2015) to June 2016 (2" quarter 2016)

15 & 2" quarter 2016: Highest local user activity (main users: ATLAS and DAMPE)
Lower ATLAS production activity since June 2015 (checked: related to memory)
ATLAS production activity re-started since ~ July 23rd
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Accounting: Monitoring at UniGe (1)

slcB-services aggregated jobs_running last year StatS: ‘

Last year ‘

&0

s Total number of running jobs:
s/ ATLAS + UniGe users

450

w0 | started in October 2015

350

300
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200

150

1o@

50

Sep Oct MNow Dec Jan Feb Mar Apr May Jun Jul Aug
M grid@7.unige.ch
Avg Total: 177.68 Current Total: ©.08
Avg Average: 1.47 Current Average: 0.00

slcBG-services aggregated grid_jobs_running last year X slcB-services aggregated user_jobs_running last year
“  Lower ATLAS GRID running s Running jobs: UniGe (local) users

w| production activity  jobs: ATLAS
= since June 2015

w Larger activity
.| since March

350

140
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u
250
Back to ATLAS production
80 I - 200
. activity since July 23rd 2016 150
EL:) 160
20 50
mlh—Ll - — i
Sep Oct Now Dec Jdan Feb Mar Apr May Jun Jul Aug Sep Oct Now Dec Jdan Feb Mar Apr May Jdun Jul Aug
B gridé7.unige.ch B grid@7.unige.ch
Avg Total: 14.35 Current Total: .00 Avg Total: 163.33 Current Total: @.80
Avg Average: 0.12 Current Average: ©.00 Avg Average: 1.35 Current Average: 0.00
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Accounting: Monitoring at UniGe (2)

|_; slcBG-services aggregated jobs_running last month Stats:
? | Total number of running jobs: ATLAS + UniG Last month |
. otal numper or running Jops. niGce users |
: I
|
|
o Fri Sun Tue Thu Sat Mon Wed Fri sun Tue Thu Sat Mon
W grid@7.unige.ch
Avg Total: 392.70 Current Total: 0.00
Avg Average: 3.25 Current Average: 0.00
|
|
slchB-services aggregated grid_jobs_running last month slcB-services aggregated user_jobs_running last month
600 R - . . » I I
unning jobs: UniGe (local) users
228
500
= Higher ATLAS
180 - - 450
«| Priuction activity
350
w8 July 23rd
120
100 250
80 200
60 150
EL:) 160
28 50
e Fri 5un Tue Thu Sat Mon Wed Fri 0 Fri Sun Tue Thu Sat Mon Wed Fri sun
B gridé7.unige.ch B grid@7.unige.ch
Avg Total: 183.15 Current Total: G.88 Avg Total: 289.55 Current Total: @.80
Avg Average: 0.85 Current Average: ©.00 Avg Average: 2.3% Current Average: 0.00
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Monthly accounting: UniGe cluster

WallTime days - Batch system - Monthy 2016

8000
W grid
N local
4000
200 J J J Stats until August
31tat~14h
, B

Jan-16 Feb-16 Mar-16 Apr-16 May-16 Junl6 Jul-16 Augle
Maonth 2016

CPU days

Two remarks: ATLAS group (local) and ATLAS production (grid) increased their usage

July 2016 - WallTime days per DPNC group August 2016 - WallTime days per DPNC group

B ATLAS " ATLAS
B DAMPE
= DAMPE Grid
Grid
- .
BTT_PET - _T_T_UEI;

DAMPE group: Decreased
activity for July and August
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Monthly accounting: Local users

May 2016 - WallTime days per DPNC user m eakil June 2016 - WallTime days per DPNC user
B cdelitzs
Imarch
H jgramlin m eakili  mImarch
W anlionti jgramlin  m malanfer
fdibello B fdibello nterass
H sschramm B eripicci lcgadmin
andrii | Grid russlan
W svdampe W andrii  Wsvdampe
®in HzZimmer Mxin
W azzarel vgaloe W scantamb
W russlan B chiistov
W scantamb
M lcgadmin
Grid
July 2016 - WallTime days per DPNC user August 2016 - WallTime days per DPNC user
- ifrl;:l!lm : mz!ﬁi B cdelitzs N jgramlin
S {gﬂmh malanfer  m eakili
B khoo fdibello
M khoo fdibello -
. W sschramm = andrii
W sschramm = andrii i )
Esvdampe M zimmer = chistos xn
) B vgallo H mmunozsa
mxin m vgallo ) )
) ) B [cgadmin = Grid
lcgadmin  ® Grid o
A dsgalabe ™ eripicci
B eripicci
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Monthly accounting: Local groups

May 2016 - WallTime days per DPNC group June 2016 - WallTime days per DPNC group

mATLAS
B ATLAS B TT_PET
® GRID GRID
DAMPE B DAMPE
B MNeutrino B MNeutrino
55 lceCube
July 2016 - WallTime days per DPNC group August 2016 - WallTime days per DPNC group
[} HATLAS
ATLAS B DAMPE
[ ] gﬁgﬂPE Grid
B Meutrino
BTT _PET u TT PET
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ccounting: ATLAS production (1)

dashb e
Number of Successful and Failed Jobs (Pie Graph) (Sum: 17,720)

yer of Successful Jobs - 89.11%

a
2016-07-03 2016-07-10 016-07-17 016-07-24 2016-07-31 016-08-07 016-08-14 2016-08-21 2016.08-28

W MC Event Generation W MC Simulation Full W MC Simulation Fast W Cehers W Testing

Maximum- 254 00, Mimimum: 5.00, Average: 73 71, Current- 98.00

(s
@dGSh 2 Number of Successful and Failed Jobs (Time Stacked Bar Graph)

61 Days from Week 26 of 2016 to Week 35 of 2016
1600 - r T

M Number of Successful jobs - 89.11% (15,790} I Number of Cancelled Jobs - 6.01% (1,065}
M MNumber of Failed Jobs - 4.88% (865.00) W Number of Unknown-Status Jobs - 0.0% {0.00)

a
2016-07-03 2016-07-10 016-07-17 016-07-24 2016-07-31 016-08-07 016-08-14 2016-08-21 2016.08-28

W Number of Successful jobs B Number of Cancelled Jobs W Number of Failed obs B Number of Unknown-Status Jobs

Maximum- 1,491 , Minimum: 11.00, Average- 285 81 , Current: 127.00 I
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@dGEh 2 CPU consumption Al Jobs in seconds

25,000,000 . 61 Dayf from Week 26::)‘2016 to Weef 35 of 2016

v v v v v
20,000,000 f= -

15,000,000 |= 7 _;'\'jGSh 4

10,000,000 = -

5000,000 (= MC Event Generation - 83.73%

a
2016-07-03 2016-07-10 016-07-17 016-07-24 2016-07-31 016-08-07 016-08-14 2016-08-21 2016.08-28

W MC Event Generation W MC Simulation Full W MC Simulation Fast W Testing W Cehers

Maximum- 21,685,359, Minimum: 31,898 , Average- 3,044,332, Current: 8,439,941

™
@dG5h J CPU consumption Al Jobs in seconds
1487 Hours from Week 26 of 2016 to Week 35 of 2016 UTC
T T T T T

150,000,000 [
100,000,000 =
W MC Event Generation - 83.73% (158,042,803)
W MC Simulation Full - 4.55% (8,585,064)
[ Others - 0.05% (90,524)
50,000,000 =

2‘016-07—03‘ A016-07-10 016-07-17 N16-07-24 2016-07-31 A016-08-07 A016-08-14 2016-08-21 2016-08-28

W MC Event Generation (158,042,803) M Esting (15,216,148} M C Simulation Full (8,585,064)
B MC Simulation Fast {6,814,095) [ Others (90,524)

Total- 188,748,634 . Average Rate: 35 24 /5
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Accounting: ATLAS production (2)

CPU consumption All jobs in seconds (Sum: 188,748,634)

I Testing - 8.06% (15,216,148)
M MC Simulation Fast - 3.61% {6,814,095)
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Operations:

CPU/cores
Operating system
Batch system
Testbed

We have up to ~136 cores more to be added at the cluster
Currently SLC6, but moving to CentOS at some point

We would like to move to SLURM (currently Torque/PBS)
We could use some of these CPUs to be tested with SLURM

LEL

GPU machines

l

Funding request submitted to UniGe: Approved
Finally, GPUs would be added into Baobab HPC cluster

ATLAS Production

l

ATLAS production re-started at UniGe since July 23"
We should cross-check/review our accounting + Multi-Core
Storage:

Disk servers — We are going to add 1 (70 TB) disk server (maybe 2) to DPM
Created a DAMPE pool of ~20 TB on DPM
11 File Disk Servers with SCL5 (upgrade to SLC6 only if necessary)
DPM SE — We would like to move to Puppet (currently YAIM)
Testbed — We would like to make a small testbed:
1 service machine: Puppet
1 Head Node: DPM (newer version than current one)

1 File Disk Server: Data to be managed by DPM
Network:

Upgrade to 10 Gb/s — Funding request submitted to UniGe: Approved

Data transfers from/to NFS disk servers: Performance tests scheduled soon

% - L. March e 13



https://computing.llnl.gov/linux/slurm/
https://plone.unige.ch/distic/pub/hpc/baobab_en
https://puppetlabs.com/puppet/what-is-puppet
https://twiki.cern.ch/twiki/bin/view/LCG/YaimGuide400#What_is_YAIM

Back-up Slides
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Disk server intervention
atlasfs15, atlasfs18 & atlasfs20: RAID controller card damaged

RAID cards replaced and put them back into service mode

6878
LLozLoso
HSY15
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