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Status: Generally smooth running for the cluster (Piz Daint).

Tickets: In general | do not see CSCS tickets as | am not involved. Tickets are dealt with
centrally. | get only involved, when CSCS and LHCb cannot solve them or something
has to be discussed and/or a ticket is not the right channel.

Monitoring: LHCb monitoring:
We have named the site again LCG.CSCS.ch, in case you want to find some plots in
the LHCb monitoring. There is also a new web interface with minor changes for the

user.

Feature: It seems LHCb is not able to run more than 2500 jobs on the cluster, even if the
system is half empty. This look like a bug in the configuration. It would also explain,
why the cluster is not always used completely
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SAMAvailabiliy: 01/01/2019 - 06/07/2019

Piz Daint ARCs

SAMReliability: 01/01/2019 - 06/07/2019

Piz Daint ARCs

13/09/2019 Tier2 Status - LHCb 3



) Zurich™

Universitat

CSCS Status - LHCb

LHCD

Pilot Efficiency:

pilots / hour

01/01/2019 - 06/09/2019

Pilots by GridStatus
36 Weeks from Week 51 of 2018 to Week 35 of 2019
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Job Efficiency: 01/01/2019 - 06/09/2019

Jobs by FinalMajorStatus
35 Weeks from Week 52 of 2018 to Week 35 of 2019
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Job Types: 01/01/2019 - 06/09/2019

Jobs by JobType
35 Weeks from Week 52 of 2018 to Week 35 of 2019
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Running Job:

Running jobs by FinalMinorStatus
35 Weeks from Week 52 of 2018 to Week 35 of 2019
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CPU Efficiency: 01/01/2019 - 06/09/2019

Job CPU efficiency by JobType
35 Weeks from Week 52 of 2018 to Week 35 of 2019
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Piz Daint Performance:

Job Statistic on Piz Daint Job Types on Piz Daint

Jobs by FinalMinorStatus Jobs by JobType
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600 | 600 -
500
500 H
o | ﬁ
5 400
o 400
A= =1
-~ o
w300 L
Q -~
o v 300
= e}
200 | =3
200
100
100
a
Jan 2019 Feb 2019 Mar 2019 Apr 2019 May 2019 Jun 2019 Jul 2019 Aug 2019 Sep 201
Max: 594, Average: 147, Current: 58.9
Jan 2019 Feb 2019 Mar 2019 Apr 2019 May 2019 Jun 2019 Jul 2019 Aug 2019 Sep 201
B Execution Complete 93 8% O Watchdog identified this job as stalled 0.2%
B Stalled 2.3% B Received Kill signal 0.1% = 5 =
B Application Finished With Errors 19% M JobWrapper execution 0.1% M ax: 594 ’ AVerage. 1 4 7, Curre nt. 58 9
O Pending Requests 12% @ Output Data Uploaded 0.0%
B Input Sandbox Download 0.3% @ Uploading Job Outputs 0.0% B MCSimulation 417% B MCReconstruction 22.4% [ WGProduction 15% B MCMerge 0.0%
O Input Data Resolution 0.2% W Exception During Execution 0.0% O MCFastSimulation 296% W user 4.8% W test 0.0% @ Merge 0.0%
Generated on 2019-09-13 09:12:31 UTC Generated on 2019-09-13 09.12-43 UTC

13/09/2019 Tier2 Status - LHCb 9



8™ Universitat
Zurich™

UZH - Tier3 Status
LHCDb

Since 01/04/2019

( openSUSE cluster )
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Pilot / CPU Efficiency: 01/04/2019 - 06/09/2019

Pilots by GridStatus Job CPU efficiency by JobType
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Performance:

Jobs by FinalMajorStatus
22 Weeks from Week 13 of 2019 to Week 35 of 2019
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Jobs by JobType
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Running Job: 01/04/2019 - 06/09/2019

Running jobs by FinalMinorStatus Running jobs by JobType
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Conclusions

@ The cluster is running fine. No major problems.

@ We see a higher rate of pilot failure on Piz Daint than on other clusters. LHCb thinks this is due
to the HPC setup, but we cannot exactly figure out the problem or reason.

@ At University of Zurich we managed successfully to combine the hardware of our two clusters
to a single openSUSE cluster running also LHCDb job.

@ Since middle of August we are the first site in LHCb running LHCb jobs through singularity,
independent of the underlying operating system.

Thanks for all the work!
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Hardware:

Development:

Usage:

LHCb Zurich maintains a local simulation and analysis cluster, which is integrated
into the institute Linux cluster. We are not part of WLCG but are part of the LHCb
DIRAC framework, which allows us to run LHCb Grid jobs on idle CPUs.

- 700 CPU cores (ca. 8000 HS06)
- 350 TB disk space

Recently we started to use the UZH ScienceCloud, an OpenStack multi-purpose
compute and storage infrastructure, for our needs. Instead of replacing old
hardware in our cluster, we are using CPUs in the ScienceCloud running our own
worker node images. This reduces the maintenance burden for us and should
overall be cheaper for everybody. Currently around 40% of the CPU power is
delivered by the ScienceCloud. We started to migrate the system scratch area to
the ScienceCloud.

week 21-28 September 2017: GRID Queues - jobs running
dirac: LHCb LCG jobs
others: local user jobs

jobs

22 23 24 25 26 27 28
W dirac M verylong [l long [ standard [l express
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