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Head of department: Antonio Ereditato
People: 33
PhD students: 5, involved in...

Laboratory for High Energy Physics at the University of Bern

... High-energy collider physics (ATLAS)
(Andreas Battaglia, Cyril Topfel, Nicola Venturi)

... Development of novel particle detectors
(Biagio Rossi)

... Neutrino physics (OPERA)
(Jonas Knüsel)

ATLAS experiment
5 continents, 35 countries,
164 institutions, 1800 physicists

Uni Bern involved in: - data taking
- trigger selection
- physics Analysis
- computing
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Talk Organization

C. Topfel

20 minutes

N. Venturi

20 minutes

Grid computing:
• Grid computing basics
• Grid @ ATLAS in Switzerland

Supersymmetry Analysis:
• Supersymmetry Introduction
• Inclusive & exclusive SUSY studies

A. Battaglia

30 minutes

ATLAS Trigger System:
• General Architecture
• Event Building - SFO
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Outline

A. Motivation for Grid-computing
B. Grid computing basics
C. Grid computing @ ATLAS
D. Swiss Grid resources
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} 300 MB/sec to disk            3 PetaBytes/year
3 Million Gigabytes per year!  

A: ATLAS: from the Detector to Disk:

Detector Output: 40 MHz L1: -> 75kHz L2 -> 3kHz L3 -> 200 Hz
200 Events/sec

3-Level Trigger System Disk

1 Event ~ 1.6 MegaBytes
200 Events / sec

A pile of CD‘s of 10 km height!
OR
30 ATLAS caverns filled with books!
30 x (35m x 55m x 40m)

See Andreas 

See Andreas Battaglia

Battaglia‘‘s s talktalk

10km

30x

 200 days/year, 14h/day
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A: Motivations for the Grid

• ATLAS (and also CMS, LHCb,
ALICE etc) produce huge amounts
of data, which have to be stored and
analyzed.

• It is very difficult to do this centrally.

• The data must be distributed and
processed around the globe.

Grid computing

?

RAW data Physics analysis plots

Task:
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B: Grid Basics

First webserver at CERN...

WorldWideWeb invented in ~1990 by
Tim Berners-Lee at CERN.

(Hypertext, TCP, DNS)

=> Information is made available worldwide.

... set up by Tim Berners-Lee

The Grid takes this idea one step further,
distributing not only Information, but also
resources like processing power and
data storage around the globe.
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B: Grid Basics
Security and authentication:

Security is a big issued in a Wide Area Network like the Internet.

In the Grid environment, so-called certificates are given to every

•Person
•Grid-Frontend-Machine (more on this later)
•Grid-File-Server

These certificates are like identification cards:

Whenever a connection to a grid-service is
made, X.509-based mutual authentication is
performed  to make sure who your talking to.

Personal certificate
issued to:
Cyril Topfel
University of Bern

385a-e2345435–32454....
SI
GN
ED
 B
Y 
CA

45
3f
-a
b5
4-
35
64

Server certificate
issued to:
lheppc50.unibe.ch
University of Bern

e654–535e3534–5634....
SI
GN
ED
 B
Y 
CA

45
3f
-a
b5
4-
35
64
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B: Grid Basics
Job Submission in Nordugrid:

Job description file: How long does the job run, how much memory is
used, software environment, what files from which server is used etc.

Clientn
g
s
u
b
 
m
y
j
o
b
.
x
r
s
l

Jo
b 

su
bm

is
si

on

Grid frontend server 1 @ Bern

Grid frontend server 2 @ Oslo

Grid frontend server 3 @ USA

Grid frontend server 4 @ Slov.

Bern Local Cluster

Oslo Local Cluster

USA Local Cluster

Slov. Local Cluster

1. Can I use your resources?

Yes

No

Yes

Yes

2. Accept/Deny

3. Decision by client to which server
to send the job (according to rules on
the client)

Job

Grid File 
Server@Japan

grid-
ftp

4. Grid frontend gets required files
from local/distant server.

Job des-
cription

5. Grid frontend sends job with data
to local cluster for processing
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Grid Monitor (Nordugrid)

www.nordugrid.org/monitor/atlas
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C: ATLAS TIER structure (TDR)

TIER 0@CERN
RAW DATA 

•Receives data from detector
•Stores data (disk & tape)
•Distributes data to Tier 1
•Reconstruction & calibration

TasksTier 

Central production
First-pass calibration

Access

9 other Tier 1 centers

TIER 1@Karlsruhe
RAW, AOD

•Stores (1+1)/10th of RAW data
•Provide ATLAS-wide acces to
derived data (ESD & AOD)
•RAW data reprocessing

Workgroup production 
managers
Central production
(for reprocessing)

other Tier 2 centers

TIER 2@CSCS
1/3 of all AOD

•Stores 1/3 of AOD data
•Simulation, calibration, analysis

Workgroups

  T3 BernT3 Geneva
•Simulation, analysis Local Users

G
R

ID
-Technology

G
R

ID
-Technology
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D: Swiss Grid resources

Tier 3 in 
Geneva

Tier 3 in 
Bern

Tier 2 in 
Manno
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D: Swiss Grid resources

150 000131 00074 00095 000hours 2007

2

~ 350 TB
~ 1000

Total

2008

SLCSLCGentooSLCOS

GenevaMannoBern06  07 08

Year

1-2 1-2 1-2
1 2 21-2 2 21 1 2Mem/Core(GB)

9.6 26 75
8 52* 225012 12 33Storage (TB)

24 84 188
30 130*400

288 512*512
16 30 50# CPU

DPNCPhoenixUBELIX
(University of Bern Linux

Cluster)

BAC
(Bern ATLAS Cluster)

• Resource usage by Bern and Geneva groups
• production of SUSY, Higgs, SM samples, fast and full simulation
• physics analyses: test-beam, cosmics, pp physics
• ATLAS trigger code and trigger rate studies
• data storage: cosmic data, Monte Carlo samples, in 2008: data!

• ATLAS "production" jobs via NorduGrid on all
clusters, also via LCG on Phoenix Tier2 (Manno)

* shared resources

450k hours in 2007
0.5 % of the whole!
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Conclusions

• ATLAS produces huge amounts of data
• Data will have to be stored an analysed world-wide
• Grid computing provides means to do this efficiently
• Switzerland is involved in a lot of Grid operations
• Data is coming in 2008, we have to be prepared.

Thank you
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Talk on behalf of the SwiNG Working group:
ATLAS Working Group

Contact: Sigve Haug, sigve.haug@lhep.unibe.ch

SwiNG‘s mission is to...
• ensure competitiveness of Swiss science, education and industry by creating value

through resource sharing.
• Establish and coordinate a sustainable Swiss Grid infrastructure.
• Represent the interests of the national Grid community towards other national

and international bodies.

SWING: Swiss National Grid Association.
http://www.swing-grid.ch

S. Haug, C. Topfel S. Gadomski, ? P. Kunszt, ?
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